Will we be Alive to see the Singularity - 26/1/2022
Unlikely means that it might happen but not in the near future. Impossible means it will never ever happen. So I don’t think things I am talking about the evening are impossible. It is up to you to think when they are likely to happen.
There is two issues here. Firstly life expectancy and transhumanism. Secondly the singularity when is it likely to happen.

This evening is not about machine consciousness. I am sure that will get discussed but when machines are in charge and decide where humanity should go then I am not sure that is relevant.

The future is a very uncertain place. Philosophy is mainly about explaining how things are or should be based on the past. So this evening is more about speculation.
What is the singularity? You will have to wait a bit to find out, but first…
One of the classic questions in philosophy is the relationship between mind and matter. How do sentience, intelligence and consciousness fit into the physical world? In Other minds by Peter Godfrey-Smith, a professor of philosophy, he recounts his journey through the sea in which he spreads some light on this question.

What do we mean by being alive. Most people agree that animals, insects, plants etc are alive. It gets a bit fuzzy with bacteria, microbes etc.. Going back in time life gets simpler and simpler, eventually we get back to a single celled organism – is that alive? We have developed the concept of the tree of life so I am only interested (for this talk) in the vertebrate/invertebrate branches.

These branches must have developed a nervous system. As an organism becomes physically more complex it should develop a more complex nervous system. Vertebrates grew in size and complexity and so the problem of how to cope with a more complex nervous system was to concentrate part of it. This became the brain as we know it today and we often measure creatures in terms of their brain size.

Most invertebrates are small and have small nervous system, the main exception to this is cephalopods (part of the mollusc branch). They developed a large nervous system but didn’t concentrate it in the same way as vertebrates. Their system is much more distributed which is an interesting thought about the robustness of a system today. Notice I used the word system, not computer system, AI systems, machine system…

Other minds explores the world of an octopus where each limb seems to be capable of “thinking” for itself. I can do no better than quoting “What if intelligent life of Earth evolved not once, but  twice? The octopus is the closest we will come to meeting an intelligent alien”

So there may be more one way that intelligence can develop and the behaviour of octopii is very different to humans. If machines become intelligent then there is no predicting of the way in which they will behave.

That sets the scene on my talk about evolution. Yes I really mean that. In 1961 Arthur C Clarke (of 2001: Space Odyssey fame) wrote a piece in Playboy. I was 16 at the time and many in this room weren’t even teenagers. This was a magazine for men and not particularly noted for its seriousness. The piece was illustrated with an evolutionary tree that showed the progress from microbes, fish, dinosaur, monkey, Neanderthal, human and eventually machine.

I’ve selected a few quotes from this piece.


“The tool we have invented is our successor”


“To put it bluntly and brutally, the machine is going to take over”


“we are still decades – but not centuries – from building such a machine”(60 years ago!)

”the human brain – the only thinking device currently on the market”


“It will take a little while for men to realise that machines can not onlyout think, but may one day think them off the face of the earth”

When Clarke was criticized he responded to those who suggested it would never happen as like “buggy whip makers who used to poke fun at stranded Model Ts”

Somewhat prescient I think (it wasn’t just communication satellites) which brings us on to singularity.  
What is the Singularity?
The term formally means a point where some property is infinite. In 1993 Vernon Vigne first used the term technical singularity. This became known as the singularity. This where the artificial super-intelligence  abruptly triggers runaway technological growth resulting in unfathomable changes to human civilisation.
 He argued that if machines were able to teach themselves and learn even more about the world around them then at some point in the future AI will surpass human intelligence.

Will we be succeeded by Robo Sapiens and if so when?

But first a digression with a little history. Cybernetics is the scientific study of  control and communication in the animal and the machine – so said Norbert Weiner in 1948 who is widely regarded as the father of cybernetics. Wikipedia describes it very clearly so I include it here.

Cybernetics is applicable when a system being analyzed incorporates a closed signaling loop—originally referred to as a "circular causal" relationship—that is, where action by the system generates some change in its environment and that change is reflected in the system in some manner (feedback) that triggers a system change. Cybernetics is relevant to, for example, mechanical, physical, biological, cognitive, and social systems. The essential goal of the broad field of cybernetics is to understand and define the functions and processes of systems that have goals and that participate in circular, causal chains that move from action to sensing to comparison with desired goal, and again to action. Its focus is how anything (digital, mechanical or biological) processes information, reacts to information, and changes or can be changed to better accomplish the first two tasks.[3] Cybernetics includes the study of feedback, black boxes and derived concepts such as communication and control in living organisms, machines and organizations including self-organization. 
A little known name is Claude Shannon  the father of information theory.  His 1948 paper "A Mathematical Theory of Communication"  introduced The concept of information entropy . This is the basis of information theory. This gets a bit technical but bear with me for a moment 
 When the data source has a lower-probability value (i.e., when a low-probability event occurs), the event carries more "information" ("surprisal") than when the source data has a higher-probability value. The amount of information conveyed by each event defined in this way becomes a random variable whose expected value is the information entropy. Generally, entropy refers to disorder or uncertainty, and the definition of entropy used in information theory is directly analogous to the definition used in statistical thermodynamics. 
The basic idea of information theory is the more one knows about a topic, the less new information one is apt to get about it. If an event is very probable, it is no surprise when it happens and provides little new information. Inversely, if the event was improbable, it is much more informative that the event happened.  
Information entropy was typically measured in  individual units known as “shannons"  over time they changed name to something shorter and less of a mouthful ,a “bit”!
Shannon’s work was in telecommunications so he was interested in compression of messages. If a compression scheme is lossless - one in which you can always recover the entire original message by decompression - then a compressed message has the same quantity of information as the original, but communicated in fewer characters. It has more information (higher entropy) per character. A compressed message has less redundancy. Shannon's source coding theorem states a lossless compression scheme cannot compress messages, on average, to have more than one bit of information per bit of message, but that any value less than one bit of information per bit of message can be attained by employing a suitable coding scheme. The entropy of a message per bit multiplied by the length of that message is a measure of how much total information the message contains.
i
But enough of this and I will  switch books. Rise of the Machines: A Cybernetic history by Thomas Rid (a professor of Social Science & Public Policy at Kings College). This is a very good history and I would recommend it to anyone who wants to understand the technical background.

Understanding is important. A lot of people think they understand what technology can do but they don’t really. So one of objectives of this session is to increase people’s understanding a bit.

Computers started after the war. I was lucky enough to be building them at Birmingham University in the mid-60s. When I started work in 1967 everybody was too excited and busy to think about the wider picture. I was lucky enough to be involved the birth of interactive computing, having a terminal at home in 1968 and going on the David Nixon show (prime-time BBC1) with a terminal to play a computer game.

Nothing much of note happened until William Gibson came along. He is most associated with cyberpunk, a movement in the 1980s  interested in transforming the punk world into cyberspace. He first came out with the term cyberspace in his 1982 novel Burning Chrome. His pre-eminence came with his sci-fi novel Neuromancer in 1984. He brought the concept of cyberspace to public attention.  A couple of quotes of his are worth repeating:


“The future is here it’s just not widely distributed”


“Time moves in one direction (forward) memory in another (backward)”

In 1999 the Guardian said “probably the most important novelist of past two decades”

But to get back to the singularity, the name most closely associated with this now is Ray Kurzweil. His book The Singularity is Near is almost the bible on the subject. He argues that machines will pass the Turing test by 2029 and that the  singularity is about 30 years away. He now works for Google as Director of Engineering. He is no fantasist he has stuck by his prediction for some time. In USA he co-founded the Singularity University. Interestingly too he is also obsessed about living longer so that will bring us to transhumanism.
We hear a lot about the Turing Test but what is it. Here is the entry from Wikipedia.
The Turing test, originally called the imitation game by Alan Turing in 1950,[2] is a test of a machine's ability to exhibit intelligent behavior equivalent to, or indistinguishable from, that of a human. Turing proposed that a human evaluator would judge natural language conversations between a human and a machine designed to generate human-like responses. The evaluator would be aware that one of the two partners in conversation is a machine, and all participants would be separated from one another. The conversation would be limited to a text-only channel such as a computer keyboard and screen so the result would not depend on the machine's ability to render words as speech.[3] If the evaluator cannot reliably tell the machine from the human, the machine is said to have passed the test. The test results do not depend on the machine's ability to give correct answers to questions, only how closely its answers resemble those a human would give.
 We are very used to predictions that haven’t come true yet. Self driving cars, for example,  we think they will happen maybe within 5-10 years. But most people think they will happen and they will bring enormous benefits for mankind.

Being able to talk to a  machine and it understands what you are saying. The Turing test may become a distant memory when machines become more intelligent that humans. We will know when we are talking to a machine because it will be far more interesting than a human!

John Gray argues that contemporary science is what magic was for ancient civilisations.

James Lovelock’s book A Rough Ride to the Future” (2014). He argues that we live in world of accelerated evolution and consequence of that could be at some point we ourselves incorporate inorganic matter into out bodies. So…
Ageing and death are seen as technical problems – welcome to the world of transhumanism.  My final book is To be a Machine by Mark O’Connell (a journalist). This is a history of trans-humanism, a movement whose aim is to improve our bodies and minds to the point where we become something other and better than the animals we are now. This is something that is happening right now and if we lived in California it would be a much more debated topic for us (there is a Singularity  University in California ).
 A lot of research is going on into transferring the contents of our mind into a machine and you can even have your body frozen on death so it could be unfrozen when the technology has advanced far enough! Go to the website of Carboncopies, for example, a non-profit organisation looking to create substrate independent minds able to sustain person-specific functions of mind and experience in many different substrates beside the biological brain..
Computational neuroscience is area trying to upload the contents of a mind into a machine. Do we believe that human beings can be reduced to data?
More interesting is using  intelligent machines in our  bodies  to replace failing components. This leads to the conjecture that we will extend life span. Today we might have an expected life span of another 30 years but changes in technology could easily extend it. So we might live to see the singularity!
So will the singularity happen in our life time? I think it will though when it will happen is very uncertain. AI is not about trying to replicate the human brain rather it is about understanding prediction. A good example is asking Alexa (Amazon’s voice-activated AI assistant) “what is the capital of Delaware?” Alexa does not know the answer to this question but can predict that this is a 

specific question and a specific answer is required so using the resources it has replies “Dover”.

More and more machines will understand what we want. Google bought DeepMind because it wants to understand fully what people want when they search.
Machines will take over more and more of the functions we want. I believe that consciousness comes from complexity, so I see no reason why machines will not become conscious. The debate about who is in charge will become irrelevant due to our dependency, so self-powering systems that resist any human intervention will become the norm.

Once the singularity happens it is impossible to say what will happen but it will happen quickly. We may have to watch it from our wheel-chairs. As a strong believer in evolution I can see no good reason that it has to be biologically based. It will take a long time but I’m afraid our successors will be a machine.

Sentient being = a being that senses - so that covers everything on the tree of life. Webster’s gives a number of associated synonyms -  amongst them are aware, cognisant, mindful & conscious

I thought the TLS article https://www.the-tls.co.uk/articles/public/ridiculously-complicated-algorithms/ is interesting. The “singularity” is already here (in my view), just it’s more subtle than we expected it to be- via Ridiculously Complicated Algorithms RCAs. We all grew up in the Age of Really Simple Algorithms (ca 1960s-1990s)…
“Humans have given agency, genuine decisional power, to processes that are so complex they are hidden” as it says. 
“Weapons of math destruction” is how the writer Cathy O’Neil describes the nasty and pernicious kinds of algorithms that are not subject to the same challenges that human decision-makers are. 
If machine judgement becomes measurably better than human judgement for important decisions, the argument for using it will only grow stronger. And somewhere in that gap between inputs and outputs – the actual decision making part of the process itself – is something that can shape our lives in meaningful ways yet has become less and less understandable - A “black box society”, as the academic Frank Pasquale describes.
Lovely quote from Picasso in the 1960s

 “computers are useless they just provide answers”
There is something happening here that is deeper than any single algorithm. They are at the forefront of what, at times, appears to be almost a new philosophy. “God is the machine,” the researcher told me. “The black box is the truth. If it works, it works. We shouldn’t even try to work out what the machine is spitting out – they’ll pick up patterns we won’t even know about.”
Naomi Klein quote

“Humans are a biohazard, machines are not”  

An abridged extract from The Death of the Gods: The new global power grab by Carl Miller. Published by William Heinemann, £20. © Carl Miller, 2018.
I’m an outcome rather than  a process person. Too much publicity has been given to the way our brain works and trying to reproduce that through technology. Maybe the Turing Test is a good one, when we can’t tell the difference between humans and machines then that shows how good the machines have become at out-foxing us. Machines will learn to become more ‘human’ than us so the way to tell whether it’s a machine if the jokes are funnier, the music more original and the pictures more creative then they are probably produced by a machine.

To illustrate this consider AlphaZero a learning system. This is a black box which learns by using the feedback from itself so is able to try millions of slightly different ways per second. The classic example is Go in which it beat the world champion. It made a move in the middle of the game that no experts could understand and they all thought that it had blown the game . It turned out to be the winning move in the game. Go is a game where there are so many possibilities that it is impossible for even the fastest computer to  evaluate them all so some thing else is going on.
An even better example is chess. A few hours before the contest for the best computer chess software it did not know a thing about chess and yet it beat every other program which had been refined over days, weeks & months and is better than any human.  I know Go and Chess are constrained worlds but I think the learning process will accelerate making it much better in unconstrained worlds. People are now peering inside to see if there is anything we can learn.
What do I mean by constrained. It is a system where the outcomes are known or another way of looking at it is a world of perfect information. AlphaZero can only perform in this world currently. An unconstrained system is one where all the outcomes aren’t known or there just too many (currently) to think about.
Going back to my outcome argument we have to say what we want – funny jokes,  original music, creative pictures. In our mind this is too unconstrained but all these things are outcomes and machines will learn to do this over time.
Shannon
(on a chess playing machine).. If we regard thinking as a property of external actions rather than internal methods, the machine is surely thinking

Interconnected world – the internet of things (IoT) is world where machines “talk” to machines. We are living in an age where things are becoming ever more interconnected

Heat – silicon chips produce heat and that will constrain the further development (fascinating email discussion between Richard & Kieren) so the technology will have to change. One possibility is Graphene – a single layer of carbon atoms arranged as a honeycombed lattice. It was discovered 15 years ago and lot of money has been thrown at it since with little success. It produces a lot less heat and runs 1000 faster than silicon. The history of silicon may be salutary – discovered 1824, first transistor 1954 and personal computers 1977.

Kieren sent me a paper from: AI & Society “A Faustian Exchange: What is to be human in the era of Ubiquitous Technology “ entitled The New Mind: Thinking Beyond the Head” by Riccardo MANZOTTI (Institute of Consumption, Communication and Behavior IULM University), Robert PEPPERELL (Cardiff School of Art & Design Howard Gardens)
This is the abstract at the beginning   -Throughout much of the modern period the human mind has been regarded as a property of the brain, and therefore something confined to the inside of the head — a view commonly known as 'internalism'. But recent works in cognitive science, philosophy, and anthropology, as well as certain trends in the development of technology, suggest an emerging view of the mind as a process not confined to the brain but spread through the body and world — an outlook covered by a family of views labelled 'externalism'. In this paper we will suggest there is now sufficient momentum in favour of externalism of various kinds to mark a historical shift in the way the mind is understood. We dub this emerging externalist tendency the 'New Mind'. Key properties of the New Mind will be summarized and some of its implications considered in areas such as art and culture, technology, and the science of consciousness.
 For example when you see a picture then you may feel sad/angry so the interaction between the picture and your internal sentience is a part of your mind. The paper presents the arguments far better than I can so I would encourage anyone who disagrees with this view of the mind to read it.

This view was summed up very well by eminent vision scientist Jan Koenderink: “To put it bluntly: since the mind isn’t in the head anyway, what use is it for me to peer into the brain? I believe that many people who use brain scanning methods to get a handle on problems of psychology erroneously locate the mind in the head…The mind is far from being the product of the brain. It derives from the interaction of the embodied brain and the world.” (Koenderink 1999, p. 1181

We live in a world where more and more of our interactions with the “real world” are through electronic communications. When we can’t tell whether it is human or a machine who is sending the message then machines are becoming a part of our mind. I believe that the brain will be directly connected to internet in our lifetime. So we will have access to Google/Wikepedia and they will become part of our mind.
“A common assumption in the philosophy of mind is that of substrate-independence. The idea is that mental states can supervene on any broad class of physical substrates. Provides a system implements the right sort of computational structures and processes, it can be associated with conscious experiences. It is not an essential property of  consciousness that it is implemented on a carbon-based biological neural network inside a cranium; silicon based processors inside a computer could in principle do the trick” – Nick Bostrom   Are you living in a computer simulation? Faculty of Philosophy Oxford
My final book is Reality+ by David J Chalmers are we living in a simulation?
A mind bending philosophical investigation that argues virtual worlds are just as real as anything else we experience. He calls this technophilosophy! He argues that the probability is we are living in a simulation. But let’s not worry about that as it doesn’t make any difference about how we see the world.
In VR he has assumed a female body, visited Mars, grappled with assassins, and taken to the skies like a bird. During the pandemic he regularly used it to discuss philosophy, meeting up with his “merry band of fellow philosophers”. Although the technology may still be somewhat clunky, he notes, “we had the sense of inhabiting a common world”.

“My guess is that within a century we will have virtual realities that are indistinguishable from the nonvirtual world,” Chalmers predicts.

I must also mention the year’s Reith Lectures by Professor Stuart Russell of Berkeley. This is all about AI and he seems to be one of the good guys. I would urge anyone who hasn’t heard it to listen. He is optimistic about living with machines and we need guys like him advising on the route to take. But there are lots of bad guys – computer security is example. The good guys develop another level of protection which the bad guys almost immediately crack.
I think that intelligence is made up of process and memory. Computers are already way out in front of humans in terms of memory but we are much better at process. I find it difficult to believe that we will hold that advantage for ever.
Machines will become a very big part of human life and we can have endless debates about machine consciousness. But let me finish with an article I read recently in the Observer.
Martin  Rees, the astronomer royal, has proposed an interesting idea. Nasa is becoming more risk averse unlike private enterprise. Soon there will be space tourism and mining. The latest Nasa telescope will be beyond the reach of humans several times further than the moon. So that might trigger setting up a colony on the moon where we can explore further into space. People in these colonies won’t be constrained by the ethical concerns we have here.

It is possible that a colony will be set up on Mars. Humans are ill-adapted to conditions there so that might give them a compelling reason to adapt themselves.

So it’s those spacefaring adventurers, not those of us who have comfortably adapted to life on earth, who will spearhead the post-human era evolving into a new species. This evolution will process at the rate of technological advances which is several thousand times faster that Darwinian selection.

The transition from flesh and blood to fully inorganic intelligence won’t need any atmosphere and their operating temperature will be far wider than humans. They might prefer to manufacture in zero-g environment where they can build massive structures.

Evolution into machines may not happen on this planet but all our ideas and philosophy will be taken round the universe by machines. Is there any human type life out there – we will never know instead we can concentrate on destroying the planet where it all started.

Jeremy Smithers

